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Abstract

You should give a brief introduction of your problem and the solution that you have
provided.

1 Introduction

In this part, you should explain the problem or the task you want to solve and demonstrate the
challenges that you may face during solving this problem.

2 Related work/Background

A concise explanation of two to three recent works that had proposed an approach to overcome or
solve the problem. These works might have found a solution for different settings of this problem.

3 Proposed method

In this section, you must provide a comprehensive explanation of your final improved method to
solve this problem. Some of the things that you should describe in the report are the following items:

• Any kind of preprocessing or normalization (if you have used).

• The architecture of the neural network that you have used. It is better to demonstrate this
with a graph.

4 Results

At first, you should describe the dataset that you have used, and then, you must describe the
experiments that you maid, and its results. It is better to test your proposed method in different
settings and with various parameters.

5 Discussion

In this section, you will discuss your proposed method to solve the problem. Some of the questions
that you might find useful to answer are:
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• Why is this specific type of Deep Neural Networks suitable for this task?
• What are the benefits of your proposed model against other approaches?
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