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Figures borrowed from (Ethayarajh et al., ACL 2019), (Liu et al., ACL 2019), (Tenney et al., ACL 2019)
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BERT MLM Pre-Training 

Figure left borrowed from (https://jalammar.github.io/illustrated-bert/)

https://www.aclweb.org/anthology/D19-1006/
https://jalammar.github.io/illustrated-bert/
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Figure  borrowed from (Zhou  et al., ACL 2019)

https://www.aclweb.org/anthology/P19-1328.pdf
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BERT MLM Probing Method
Results

● Initial layers are more similar 
to the static embeddings

● Similarity decreases by 
advancing through the 
network

● Last layer regains similarity 
(lower contextuality)
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Other Recent Methods...

FastBERT (Liu et al., ACL 2020) BERT Loses Patience (Zhou et al., 2020)

https://www.aclweb.org/anthology/2020.acl-main.537/
https://arxiv.org/abs/2006.04152


Thank You for your 
Attention


