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Abstract

Recent advance in representation learning shows that isotropic (i.e., unit-variance
and uncorrelated) embeddings can significantly improve performance on down-
stream tasks with faster convergence and better generalization. In this project, we
proposed an algorithm to apply in both the pre-trained and fine-tuning phase. Our
algorithm attempts to make the representations isotropic. We analyze the isotropy
of BERT model in both the pre-trained and fine-tune phases. Our result demon-
strates that our algorithm can improve the pre-trained representations isotropy. But
in the fine-tuning phase, we can not enhance the performance of the model.

1 Introduction

BERT [1] has an important effect on NLP tasks. This model is pre-trained on vast amounts of
unannotated data and fine-tuned on much smaller annotated datasets. During pre-training on large-
scale corpora, it learns to generate powerful internal representations, including fine-grained contextual
word embedding. In this project, we want to analyze the isotropy of contextual word embeddings
in pre-trained and fine-tuned BERT. This property improves the convergence rate of the optimizer
algorithm and makes the model interpretation easier. Therefore, we attempt to propose an algorithm
to enhance the performance of word representations of the model in the pre-trained and fine-tuning
phase.

2 Related work/Background

To explain our proposed method, we express some background concepts. We will then describe
recent works that had proposed an approach to overcome or solve the problem.

2.1 Background

2.1.1 BERT model

In this project, we used the BERT model to analyze the contextual representations. BERT, or
Bidirectional Encoder Representations from Transformers, is essentially a new method of training
language models. The contextual word representation depends on the context where the word occurs,
which leads the same word in different contexts can have different representations.

BERT architecture builds on top of the Transformer. We currently have two variants available:
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• BERT Base: 12 layers (transformer blocks), 12 attention heads, and 110 million parameters
• BERT Large: 24 layers (transformer blocks), 16 attention heads and, 340 million parameters

We should mention that the fine-tuning approach isn’t the only way to use BERT. We can use the
pre-trained BERT to extract features of each word of sentences. In this project, we use both the
pre-trained and fine-tuned BERT model.

2.1.2 Isotropy

We studied a feature of vector space that is called Isotropy. A vector space is isotropic if it is uniformly
distributed in the space. According to [2], the idea of isotropy comes from the partition function
defined in [5],

where Z( c) should approximately be a constant with any unit vector c and {v(w) , w ∈ V } is the
set of word representations. Hence, as defined in [2], the isotropy is measured as follows,

where I( {v(w) }) ranges from 0 to 1, and I( {v(w) }) closer to 1 indicates that {v(w) } is more
isotropic. The intuition behind our postprocessing algorithm can also be motivated by letting
I( {v(w) }) −→ 1. It would be better to mention that, we approximated the set C as the set of
eigenvectors of V TV , where V is word representations’ vector space. Also, we understood that if a
word representations space is isotropic, it can help gradient descent based optimizer to converge a
better result and improves the model training speed.

2.2 Recent works

The main study in the improvement of isotropy is [2], which was used on static word embeddings.
In [2], they made zero-mean data. Next, they eliminated the effects of the dominant directions to
project the data into weak directions. The authors in [3] proposed an approach that used the algorithm
in [2]. They applied the algorithm [2] twice with data transformation between them by using PCA.
Another study, which is the only approach on contextual word embeddings, was proposed in [4].
They assumed that the absolute correlation coefficient matrix is a block-diagonal binary matrix. They
applied batch normalization on each block and transformed the data. Their proposed approach is
called Isotropic Batch normalization (IsoBN).

3 Proposed method

In this section, we describe our proposed post-process algorithm on the pre-trained BERT model. We
will then express how we use our method in the fine-tuning phase of the BERT model.

Post-processing and dimensionality reduction techniques in word embeddings have primarily been
based on the principal component analysis (PCA). More specifically, we explain the Post-process
algorithm in [2] on static word embeddings. Then, we proposed our algorithm along our motivations
to evaluate it on a contextual-based model.

To improve the isotropy of the static word embeddings, the authors of [2] proposed an algorithm that
is represented in Algorithm 1. In this algorithm, the mean of word vectors was subtracted from each
of them to make all vectors zero-mean. Next, they applied the PCA algorithm on the zero-mean word
vectors to find the most dominant directions, which exert a strong influence on the other vectors in
the same way. They subtracted the effects of the dominant direction from zero-mean word vectors.
i.e., they projected word embeddings toward the weak directions rather than the dominant directions.
This algorithm improves the static word embeddings’ isotropy. We evaluate this algorithm on the
output of the Pre-trained BERT model. The result demonstrates that this approach was not suitable
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for contextual word representations. This may cause of that in static word embeddings, the dominated
dimensions encoded word frequency.

To renovate this algorithm to make it compatible with the contextual word representations, we
use clustering algorithms to cluster similar representations together and apply the same process on
similar embeddings. For each cluster, we subtract the mean of clustered word embeddings from their
elements as ṽ(w) to make zero-mean word representations for each one. After that, we apply the PCA
algorithm and select the first D PCA’s components. We eliminate the most D dominated directions
of the ṽ(w) . We use mean because it has effects on the word similarities. Also, we exert the PCA
algorithm to get the most dominant components with respect to the direction. We put D = d/100
that d is number of word representation features. Algorithm 2 shows the pseudo-code of our proposed
algorithm.

To fine-tune BERT model, we add our proposed algorithm between the model and the classification
layer same as Figure 1. We use our algorithm on the fine-tuning phase by applying the algorithm
on each batch of data. Also, we should mention that our algorithm is executed on the CLS token of
sentences.

Figure 1: Isotropy of Pre-trained BERT Base layers
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4 Results

In the following section, we express tasks and datasets we used to evaluate our approach. Then, we
discuss about our experiments and their results.

4.1 Dataset

We used different datasets to evaluate our proposed method, that the results are illustrated in the
next section. We examine the isotropy of BERT model on STS, SST-2, WiC, RTE, and SICK. More
specifically, we use the SemEval 2015 and STS-Benchmark to investigate the performance of different
post-processing modes on BERT model.

4.2 Experiments

4.2.1 Feature Extraction

We measured the isotropy of the contextual word representations space of each layer of the pre-trained
BERT model. As can be seen in Figure 2, the word representations of each layer are extremely
anisotropic. The contextualized hidden layer representations are almost all more anisotropic than the
input layer representations, which do not incorporate context. This suggests that high anisotropy is
inherent to, or least a by-product of, the process of contextualization [6].

Figure 2: Isotropy of Pre-trained BERT Base layers

We implemented K-means and GMM (Gaussian Mixture Modelling) as the clustering algorithms.
The below table illustrates the results of the implementation of our proposed algorithm in a different
mode. It is better to mention that we fine-tuned the number of clusters in the K-means algorithm to
get a better result.

As can be seen in the below table, the Pearson and Spearman Correlations and isotropy are improved
by using our proposed algorithm. Also, it demonstrates that using the K-means algorithm causes
better performance than the GMM algorithm. Another point is that algorithms which are used for
static word embeddings are not suitable for contextual word representations.
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Figure 3 demonstrates the distribution of the representation before and after applying our proposed
method with the K-means clustering algorithm. As can be seen, the shape of the representations is
approximately rounded.

(a) Before applying (b) After applying

Figure 3: Improvement of isotropy by applying proposed algorithm

The below table illustrates the performance of our proposed algorithm on the Semantic Similarity
task in comparison to the pre-trained BERT model.

Also, for classification tasks, we evaluate our proposed algorithm on SST-2 task. The below table,
represents our implementation results.

4.2.2 Fine tuning

Figure 4: Isotropy of Fine-tuned BERT Base layers
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In the fine-tuning phase, we examine the isotropy of BERT layers on the STS-Benchmark dataset in
two epochs. Figure 4 illustrates the results of the each epoch. The results represent that the BERT is
an anisotropic model, even fine-tuned by a task.

The below table illustrates our result on RTE and WiC tasks.

5 Discussion

In this project, we proposed an algorithm that uses a clustering algorithm to cluster the word
representations. In each cluster, we make data zero-mean and subtract the dominant directions to
make them round. In comparison to other studies, our proposed method can apply on contextual
representations and BERT model. Also, we are the first approach that can improve the performance
of the model on contextual representations.
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